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Approach: Adaptive Cue Fusion 
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Highlights 

• Highly accurate monocular SFM with 
comparable accuracy to stereo. 

• Ground plane estimation through 
different cues, such as dense stereo, 3D 
points and object detection. 

• A novel data-driven framework that 
adaptively combines multiple cues based 
on per-frame observation covariances 
estimated by rigorously trained models. 

• Scale drift is corrected by the optimal 
fused estimates, which yields high 
accuracy and robustness. 
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Comparisons of LIDAR, stereo and monocular System 

KITTI Visual Odometry Benchmark 

Examples of 1D Gaussian fits 

Learned linear model to relate the observation variance 
to the underlying variable, the Gaussian variance 

Feature matching and triangulation 

(a) Histogram of data. (b) Learned 
linear model to relate the observation 
variance to the underlying variable, q. 
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(a) Histogram of data. (b) Learned 

linear model to relate the observation 

variance to the underlying variable, 𝑎𝑑
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Fig. Height error relative to ground truth. The effectiveness of 
our data fusion is shown by less spikiness in the filter output 
and a far lower error. 

Fig. (a) Average error in ground plane estimation. (b) Percent 
number of frames where height error is lower than 7%. 

Ground Height 

Object Localization 

Comparison of 3D object localization errors for calibrated ground, stereo cue only, fixed covariance 
fusion and adaptive covariance fusion of stereo and detection cues. 
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